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The Tunnel Interface

April 1994

Design Implementation Guide

Overview
This document provides information on the tunnel interface in Cisco’s Software Release 9.21. It includes some guidelines on the
applicability of this new feature and discusses potential drawbacks.

What Is the Tunnel Interface?
Tunneling provides a way of encapsulating arbitrary packets inside a transport protocol.The tunnel interface is not tied to a particular
transport protocol or passenger protocol; it is an architecture designed to provide the services for a point-to-point encapsulation
scheme.With tunneling, a virtual interface is implemented that has the look and feel of a physical interface to ease configuration and
management.

Functionality and Terminology
The diagram below compares tunnel packets with “normal” packets and illustrates IP tunneling terminology andconcepts. Explanations
of the three protocol types used follow the diagram.

Figure 1. IP Tunneling Terminology and Concepts

Passenger Protocol—the protocol being encapsulated. Cisco currently supports the following:
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• IP

• CLNP

• IPX

• Appletalk

Carrier Protocol— the encapsulation protocol that provides carrier services. Cisco has implemented the following carrier protocols:

• GRE (Generic Routing Encapsulation), Cisco’s multiprotocol carrier protocol

• Cayman, a proprietary protocol for encapsulating Appletalk over IP

• EON (Experimental OSI Network), a standard for carrying CLNP over IP

• NOS IP over IP (compatible with KA9Q)

Transport Protocol—the protocol used for carrying the encapsulated protocol. Cisco has initially implemented IP; however, the
architecture does not preclude other transports protocols from being implemented.

Reasons for Tunneling
There are multiple situations where tunneling can be of benefit:

• To maintain a single protocol backbone (this should be easier to manage, because backbone routers might beable to switch IP faster
than the passenger protocol)

• To serve as a workaround for the hop count constraints of some protocols (see Figure 2).

Figure 2. Workarounds for Networks with Hop Count Limits

Tunnel

If the path between two computers has more than 15 hops, they cannot talk to each other,

but it is possible to hide some of the hops inside the network with a tunnel.
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If the path between these two computers was greater than 15 hops, they would not be able to communicate. By setting up a tunnel it is
possible to hide the underlying physical network.

• To connect discontiguous subnets (see Figure 3).

Figure 3. Discontiguous Subnetworks

It is possible for the two subnets of network 131.108.0.0 to talk to each other even though they are separated by another network.

• To build virtual private networks across a WAN

How It Works
The tunnel interface appears to the passenger protocol to be just like a standard interface. It most closely resembles a point-to-point serial
link. The tunneling process works by what could be called a “recursive route lookup.” For example, if IPX is being tunneled, the
following steps occur:

1 The destination address of the arriving frame is looked up in the IPX routing table.

2 The IPX routing table points to the tunnel interface.

3 The packet is enqueued on the tunnel interface’s output queue.

4 Instead of a link-level encapsulation, the packet gets a “carrier” header and is passed to the transport protocol (currently only IP is
supported).

5 The transport protocol looks up the “tunnel destination address” (hence the recursive route lookup) and enqueues the packet to a real
interface.

Configuration
The configuration commands used are covered in theRouter Products Configuration Guide, Chapter 6, in the sections entitled
“Understand Tunneling” and “Configure IP Tunneling” (pages 25 through 30).

Caveats
There are many ways to misconfigure tunneling so that you have a completely broken or inefficient topology. Some points to keep in
mind are the following:

Hop Count Limitation
Tunnels look like one-hop, point-to-point links. Routing protocols that make decisions based only on hop count will often prefer a tunnel
over a real interface. For example, in Figure 4, packets from host 1 to host 2 will take the path w-q-z rather than the “longer” path of
w-x-y-z. In reality, however, the packet will go to router A, get tunneled in IP through networks x, y, and z, get picked up by router D,
de-encapsulated, and sent back out onto network z to host 2. Obviously this requires many more steps and more overhead.

Tunnel

Network

192·1·1·0

131·108·20·0 255·255·255·0

131·108·10·0

255·255·255·0
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Figure 4. Hop Count Precautions

Media Differences
An IP “cloud” can be made up of several different media (an extreme example would be Ethernet and 9.6Klines). Tunneling protocols
over this “cloud” (transport protocol network) can wreak havoc with passengerprotocols that are not designed to handle delay or dropped
frames very well.

Physical Limitations
It is possible to configure an almost unlimited number of tunnel interfaces, thus alleviating the need tobuy real interfaces. This might
seem like a tempting way of expanding the network, but of course nothing comes for free; several tunnel interfaces through a single
physical link can saturate that link. It is also difficult to debug if problems occur in a network with many tunnels heading in all directions.

Security
Tunnels can allow you to bypass security firewalls by having source and destination addresses that are not covered by access lists in the
firewall router.

Recursive Routing Loops
One of the worst problems that can happen in tunneling is a recursive routing loop. It is important to remember that this problem can
only occur when the passenger protocol and the transport protocol are the same. Currently, this canonly happen if tunneling IP, since IP
is the only transport protocol supported. In this situation, the best path to the “tunnel destination” is via the tunnel interface. The following
steps occur:

1 The packet is enqueued on the output queue of the tunnel interface.

2 The tunnel interface puts on a GRE header and enqueues the packet to the transport protocol destined to the destination address of
the tunnel interface.

3 IP looks up the route to the destination address and learns that it is via the tunnel interface.

4 This returns you to step 1; hence, you are in a recursive routing loop.

5 To handle this situation, the system shuts down the tunnel interface for 1 to 2 minutes and issues a warning message before it goes
into the recursive loop. This causes a lot of route flapping and is an undesirable situation to be in. Another indicator that a recursive
route loop has been detected is if the tunnel interface is up and the line protocol is down. To avoid this problem, we recommend always
keeping passenger and transport routing information separate. Suggestions for doing so include the following:

— Use separate AS numbers (for RIP).

— Use different routing protocols.

— Give the tunnel interface a very lowbandwidth so that routing protocols that can take this into account (such as IGRP) will always
have a very high metric for the tunnel interface and will choose the correct next hop (i.e., thereal interface).
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— Keep the two IP address spaces distinct (i.e., use a different major address for your tunnel network and your “real” IP network).
This will also be an aid in debugging, because it will be immediately obvious whether an address refers to the tunnel network or
the real network.

Scalability
The most important thing to remember is that tunneled traffic is process switched at onlyhalf the normal process switching rates. This
means approximately 800 pps aggregate for each router. Tunneling is very CPU intensive, and as such, should be turned on cautiously.
It is easy to saturate a physical link with routing information if several tunnels are configured over it. There is a system-imposed limit of
a maximum of 255 tunnel interfaces in one box; however, nowhere near this number of tunnel interfaces have been successfully
configured. Performance will depend on such parameters as the characteristics of the passenger protocol, broadcasts, routing updates,
and the bandwidth of physical interfaces.
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